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Meny problems of great practical value can be reduced to one-dimensional singular integral equations with constant coefficients, on the open curve.

Amongst them we can, for example, find the problem of a plane flow around the arc, the problem of propagation of a crack in a homogeneous or non-homogeneous elastic plate, contact problems of the plane theory of elasticity, some problems of rock mechanics e.a.

In each of these cases, the behavior of the unknown function near the ends of the curve is found to be the characteristic feature of the problem. Orthogonal polynomials the weight of which is given by the canonical function of the equation, the function determining the behavior of the solution near the ends, are found convenient to use in the approximate solutions of each singular equations.

If the coefficients of the equation are constant, then these polynomials are found to be Jacobi polynomials.

Examples of application of orthogonal polynomials in the solutions of singular integral equations are given in [1 and 2], while [3] uses the trigonometric form of Chebyshev polynomials and their analogs.

In the present paper a method of solution of a singular integral equation based on the properties of Jacobi polynomials, is given. The equation has constant coefficients on the segment $(-1,+1)$ of the real axis and different, separate conditions at each end of this segment.

1. We shall begin by quoting some already known (see e.g. [4]) facts concerning the solution of the characteriatic equation

$$
\begin{equation*}
a \varphi(x)+\frac{b}{\pi i} \int_{-1}^{1} \frac{\varphi(t)}{t-x} d t=f(x) \quad(-1<x<1) \tag{1.1}
\end{equation*}
$$

with constant coefficients $a$ and $b$ and with the right-hand side $f(x)$, satisfying Holder's
condition (condition $H$ or $H(\mu)$ )

$$
\begin{equation*}
|f(t)-f(x)| \leqslant A|t-x|^{\mu} \quad(0<\mu \leqslant 1) \quad(t, x \in[-1,+1]) \tag{1,2}
\end{equation*}
$$

We assume that the principal value in Cauchy's sense of the integral in (1.1) is considered and, that additional conditions
are fulfilled.

$$
b \neq 0, \quad a^{2}-b^{2}=1, \quad 0 \leqslant 0=\arg (a-b)<\pi
$$

We shall seek the solution of (1.1) in the class of functions satisfying the condition $H$ on the interior points and admitting the integrable infinity at the ends of the interval of integration (in the class $H^{*}$ using the nomenclature of Muskhelishvili [4]). Let us put $a-b=\rho e^{i \theta}$, and introduce

$$
\begin{equation*}
\alpha=-\lambda-x+\frac{\theta}{\pi}+\frac{\ln p}{\pi i}, \quad \beta=\lambda-\frac{\theta}{\pi}-\frac{\ln p}{\pi i} \tag{1.3}
\end{equation*}
$$

The above conditions define $\lambda$ and $x$ uniquely with one exception (when $\theta=0$, then $\lambda=x=\operatorname{Re} \alpha=\operatorname{Re} \beta=0$, at the same time $\operatorname{Im} \alpha=\operatorname{Im} \beta \neq 0$ ). A detailed treatment of all the possible cases is given in [4]. In the present problem, $x=-\alpha-\beta$ (index of equation) can assume the values of $-1,0$ and +1 . In these cases the solution of (1.1) is

$$
\begin{equation*}
\varphi(x)=a f(x)-\frac{b w(x)}{\pi i} \int_{-1}^{1} \frac{f(t)}{w(t)} \frac{d t}{t-x}+C w(x) \quad(-1<x<1) \tag{1.4}
\end{equation*}
$$

where $C$ is an arbitrary constant when $x=1$, and zero otherwise.
A branch of the function

$$
\begin{equation*}
w(x)=(1-x)^{\alpha}(1+x)^{\beta} \quad(-1<x<1) \tag{1.5}
\end{equation*}
$$

will, for convenience, be defined by the condition $w(0)=1$. If $x=-1$, then we must supplement (1.4) with the condition

$$
\begin{equation*}
U j \equiv \int_{-1}^{1} \frac{f(x)}{w(x)} d x=0 \tag{1.6}
\end{equation*}
$$

which is also the necessary condition for the solution of (1.1) to exist.
2. We shall use Rodrigues formula [5 and 6]

$$
\begin{equation*}
w(x) P_{n}^{(\alpha, \beta)}(x)=\frac{(-1)^{n}}{2^{n} n!} \frac{d^{n}}{d x^{n}}\left[w(x)\left(1-x^{2}\right)^{n}\right] \quad(n=0,1,2, \ldots) \tag{2.1}
\end{equation*}
$$

The following relations are also true

$$
\begin{gather*}
\int_{-1}^{1} P_{n}^{(\alpha, \beta)}(x) P_{m}{ }^{(\alpha, \beta)}(x) w(x) d x=0 \quad(n \neq n) \\
\int_{-1}^{1}\left[P_{n}{ }^{(\alpha, \beta)}(x)\right]^{2} w(x) d x=h_{n}{ }^{(\alpha, \beta)}=\frac{2^{\alpha+\beta+1}}{2 n+\alpha+\beta+1} \frac{\Gamma(n-\alpha+1) \Gamma(n+\beta+1)}{n!\Gamma(n+\alpha+\beta+1)} \tag{2.2}
\end{gather*}
$$

In the following $\alpha+\beta=-x, x$ is a whole number and $x \geqslant-1$ (although in (2.1)
we can consider $\alpha$ and $\beta$ to be arbitrary, while in (2.2) we assume that Re $\alpha>-1$, le $\beta>-1$ ).

Let $w(z)$ be an analytic continuation of (1.5) into the complex plane $z=x+i y$ with a cut along the real axis, extending from $z=-1$ to $z=+1$ so, that $w(z)=w(x+i 0)$. Using the Rodrigues formula (or simply the formulas for differentiating and integrating Jacobi polynomials [5]), we shall obtain the asymptotic expansion of this function

$$
\begin{equation*}
w(z)=e^{-i \pi \alpha} 2^{-x} P_{-x}(-\alpha,-\beta)(z)+e^{-i \pi \alpha} \sum_{k=1}^{\infty} 2^{k-x} P_{k-x}^{(-\alpha-k,-\beta-k)}(0) \frac{1}{z^{k}} \tag{2.3}
\end{equation*}
$$

Here andin the following, $p_{n}^{(\alpha, \beta)}(z) \equiv 0$, if $n<0$. From (2.3), we have

$$
\begin{equation*}
\left(1-z^{2}\right)^{n} w(z)=(1-z)^{n+\alpha}(1+z)^{n+\beta}=(-1)^{n} e^{-i \pi \alpha} 2^{2 n-x} P_{2 n-x}^{(-\alpha-n,-\beta-n)}(z)+o(1) \tag{2.4}
\end{equation*}
$$

It can be shown that

$$
\frac{1}{\pi} \int_{-1}^{1} \frac{w(t)}{t-z} d t=\frac{e^{i \pi \alpha}}{e^{i \pi \alpha}-e^{-i \pi \alpha}} \frac{1}{\pi} \int_{i} \frac{w(\zeta)}{\zeta-z} d \zeta \quad(z \equiv[-1,+1])
$$

Here, the integration in the rightwhand side is performed along an arbitrary contour, provided it encloses the points -1 and +1 , and leaves the point $z$ outside. Then, from (2.3), we can obtain

$$
\frac{1}{\pi} \int_{-1}^{1} \frac{w(t)}{t-z} d t=\frac{1}{\sin \pi \alpha}\left[e^{i \pi \alpha} w(z)-2^{-x} P_{-\infty}^{(-\alpha,-\beta)}(z)\right] \quad(z \in[-1,1])
$$

which, together with (2.1) and (2.4) gives, after the n-tuple integration by parts followed by differentiation, the integral

$$
\begin{equation*}
\frac{1}{\pi} \int_{-1}^{1} \frac{p_{n}(\alpha, \beta)}{t-z} w(t) d t=\frac{1}{\sin \pi x}\left[e^{i \pi \alpha} P_{n}^{(\alpha, \beta)}(z) w(z)-2^{-x} P_{n-\alpha}^{(-\alpha,-\beta)}(z)\right] \tag{2.5}
\end{equation*}
$$

The latter can also be obtained by another method, in which the Jacobi polynomial and Jacobi functions of the second kind are given in terms of hypergeometric functions. (2.5) yields the principal value of the integral
$\frac{1}{\pi} \int_{-1}^{1} \frac{P_{n}^{(\alpha, \beta)}(t)}{t-x} w(t) d t=\cot \pi x P_{n}^{(\alpha, \beta)}(x) w(x)-\frac{2^{-x}}{\sin \pi \alpha} P_{n-x}^{(-\alpha,-\beta)}(x) \quad(-1<x<1)$

Hence, utilising the relationship between $\alpha$ and $\beta(1.3)$ and the coefficients of (1.1), we obtain

$$
\begin{gather*}
a P_{n}^{(\alpha, \beta)}(x) u(x)+\frac{b}{\pi i} \int_{-1}^{1} \frac{P_{n}^{(\alpha, \beta)}(t)}{t-x} w(t) d t=(-1)^{\lambda+\alpha} 2^{-\alpha} P_{n-\alpha}^{(-\alpha,-\beta)}(x)  \tag{2.7}\\
a \frac{P_{n}^{(-\alpha,-\beta)}(x)}{w(x)}-\frac{b}{\pi i} \int_{-1}^{1} \frac{P_{n}^{(-\alpha,-\beta)}(t)}{t-x} \frac{d t}{w(t)}=(-1)^{\lambda+\alpha} 2^{\kappa} P_{n+\infty}^{(\alpha, \beta)}(x) \\
(-1<x<1) \tag{2.8}
\end{gather*}
$$

3. We shall continue the investigation of (1.1). Let us introduce another function $\psi(x)$ and an operator $S$, and let both be given by

$$
\begin{equation*}
\varphi(x)=w(x) \psi(x), \quad S \dot{\psi}=a w(x) \psi(x)+\frac{b}{\pi i} \int_{-1}^{1} \psi(t) \frac{w(t)}{t-x} d t \tag{3.1}
\end{equation*}
$$

We shall write (1.1) as

$$
\begin{equation*}
s \psi=1 \tag{3.2}
\end{equation*}
$$

Its solution will, according to (1.4), be

$$
\begin{equation*}
\Psi^{*}=R f, \quad R f=a \frac{f(x)}{w(x)}-\frac{b}{\pi i} \int_{-1}^{1} \frac{f(t)}{w(t)} \frac{d t}{t-x} \tag{3.3}
\end{equation*}
$$

At the same time, the arbitrary constant in (1.4) will, for $\pi=1$, be fixed by the condition

$$
\begin{equation*}
\int_{-1}^{1} \psi^{*}(x) w(x) d x=0 \tag{3.4}
\end{equation*}
$$

If $x=-1$, then the additional condition (1.6) will have to be fulfilled. Let us now try to solve the complete singular integral equation

$$
\begin{equation*}
S \psi+k \psi=f, \quad \psi k=\int_{-1}^{t} k(x, t) w(t) \psi(t) d t \tag{3.5}
\end{equation*}
$$

The operator $S$ is defined by the formula (3.1); $a, b$, and $f(x)$ satisfy the previous (par. 1) conditions; $\alpha, \beta$ and $w(x)$ are given by (1.3) and (1.5), while the kernel $k(x, t)$ satisfies the condfition $H(\mu, \nu)$

$$
\begin{equation*}
|k(x, t)-k(y, s)| \leqslant A_{1}|x-y|^{\mu}+A_{2}|t-s|^{\nu} \quad(\mu>\operatorname{Re} \alpha, \mu>\operatorname{Re} \beta) \tag{3.6}
\end{equation*}
$$

Let us for definiteness, impose the condition (3.4) on the solution $\psi^{*}$ of this equation for $x=1$, and

$$
\begin{equation*}
U\left(k \psi^{*}-f\right)=0 \tag{3.7}
\end{equation*}
$$

i.e. solvability of (3.5), for $\psi=-1$. Let us also replace the exact equation (3.5) with another, which we shall consider as approximate and possessing a special type kernel

$$
\begin{gather*}
S \Psi+K \Psi=f+\alpha_{k}  \tag{3.8}\\
K \psi=\int_{-1}^{1} K(x, t) w(t) \psi(t) d t, K(x, t)=\sum_{k=0}^{n} N_{k}(t) P_{k}^{(-\alpha,-\beta)}(x) \tag{3.9}
\end{gather*}
$$

Here $P_{k}^{(-\alpha,-\beta)}(x)$ are the Jacobi polynomials, $N_{k}(\ell)$ satisfies the $H$ condition for $-1 \leqslant t \leqslant 1 ; \alpha_{x}$ is a constant, $\alpha_{0}=\alpha_{1}=0$, and $\alpha_{-1}$ is chosen so, as to secure the existence of the solution of (3.8). Analogously to (3.7), we have

$$
\begin{equation*}
\alpha_{-1}=\frac{1}{h_{0}^{(-\alpha,-\beta)}} U(K \Psi *-f) \tag{3.10}
\end{equation*}
$$

where $h_{0}^{(-u,-\beta)}$ is defined by means of (2.2).
Since the kernel $K(x, t)$ is degenerate,

$$
\begin{equation*}
K \Psi^{*}=\sum_{k=0}^{\prime} a_{k} P_{k}^{(-\alpha,-\beta)}(x), \quad a_{k}=\int_{-1}^{1} N_{k}(t) w(t) \Psi *(t) d t \quad(k==0,1, \ldots, n) \tag{3.11}
\end{equation*}
$$

where $\psi^{*}$ is the solution of (3.8). With this in mind, let us apply (3.3) to (3.8) and utilise (2.8) to obtain

$$
\begin{equation*}
\Psi^{*}(x)=R f-(-1)^{\lambda+\mathrm{x}} 2^{\kappa} \sum_{k=-\mathrm{x}}^{n} a_{k} P_{k+\kappa}^{(\alpha, \notin)}(x) \tag{3.12}
\end{equation*}
$$

If $a_{-1}=0$ for $x=1$ then the solution $\psi^{*}$ is subject to the condition

$$
\int_{-1}^{1} \Psi^{*}(x) w(x) d x=0
$$

analogous to (3.4), while for $x=-1$, it follows from (3.10), that (3.12) will be a solution of (3.8) only, if

$$
\begin{equation*}
\alpha_{-1}=a_{0}-\frac{U f}{h_{0}^{\left(-a_{,}-\beta\right)}} \tag{3.13}
\end{equation*}
$$

Let us introduce the notation

$$
\begin{gather*}
c_{i k}=(-1)^{\lambda+x} 2^{x} \int_{-1}^{1} N_{i}(t) P_{k+x}^{(\alpha, \beta)}(t) w(t) d t \quad\binom{i=0,1,2, \ldots, n}{k=-x,-x+1, \ldots, n} \\
b_{1}=\int_{-1}^{1} N_{i}(t) w(t) R f(t) d t \quad(i=0,1,2, \ldots, n)  \tag{3.14}\\
c_{-1 k}=b_{-1}=0 \quad(k=-x,-x+1, \ldots, n)
\end{gather*}
$$

Substituting (3.12) into (3.11) we obtain the system of equations determining $a_{k}$

$$
\begin{equation*}
a_{i}+\sum_{i=-x}^{n} c_{i x} a_{i k}=b_{i} \quad(i=-x, \ldots, n) \tag{3.15}
\end{equation*}
$$

and, for $x=-1$, an additional relation

$$
a_{0}=b_{0}-\sum_{k=1}^{n} c_{0 k^{a_{k}}}
$$

which is indispensable, if $\alpha_{-1}$ is to be computed by means of (3.13).
After solving the system (3.15) we can find $\psi^{*}$ by means of (3.12), which can be represented by

$$
\begin{equation*}
\Psi *=(E+\mathbf{F}) R f \tag{3.16}
\end{equation*}
$$

$\Gamma \psi=\int_{-1}^{1} \gamma(x, t) w(t) \psi(t) d t, \quad \gamma(x, t)=-(-1)^{\lambda+2_{2}} \sum_{i, k=-\mathrm{x}}^{n} \frac{\Delta_{k i}}{\Delta} N_{i}(t) P^{(\alpha, \beta)}(x)(3$
where $E$ is an identity operator, $\Delta$ is the determinant of (3.15) and $\Delta_{k i}$ is the algebraic co-minor of the corresponding element.

It should be noted that if $f(x)$ satisfies the condition (1.2) with $\mu>\operatorname{Re} a$, and
$\mu>\operatorname{Re} \beta$, then $R f$ (and consequently $\psi^{*}$ ) will satisfy the $H$ condition. Indeed, let us put

$$
f(x)=f_{1}(x)+1 / 2[(1+x) f(1)+(1-x) f(-1)]
$$

The ratio $f_{1}(x) / w(x)$ satisfies the $H$ condition and is equal to zero at the ends of the segment $[-1,+]$. By (2.8), $R$ operating on the second term will result in a polynomial, and $R f$ will, by the theorem of Plemel' - Privalov, satisfy the $H$ condition.

In the discussion that follows, we shall assume the above statements to be valid.
4. Let $H$ be a functional space satisfying the condition $H(\mu), \mu>\operatorname{Re} \alpha, \mu>\operatorname{Re} \beta$ on the interval $[-1,+1]$, with the norm

$$
\|\psi\|_{H}=\max |\psi|+\sup \frac{|\psi(t)-\psi(x)|}{\mid t-x^{\mu}}
$$

and let $C$ be a space of continuous functions. We shall assume that

$$
R \in[H \rightarrow C], \quad \Gamma \in[C \rightarrow C], \quad k, K \in[C \rightarrow H]
$$

Also let $U$ be a functional defined by (1.6) on the space $H$. The solution of (3.5) will be represented by

$$
\psi^{*}=(E+\Gamma) R\left(f+K \psi^{*}-k \psi^{*}\right)
$$

and the difference between the solutions of the exact (3.5) and the approximate (3.8) equation, will be

$$
\psi^{*}-\Psi^{*}=(E+\Gamma) R\left(K \psi^{*}-k \psi^{*}\right)
$$

Finally, let the kernels $k(x, t)$ and $K(x, t)$ be similar in the sense that for any $\psi \in C$

$$
\begin{equation*}
\|k \psi-K \psi\|_{H} \leqslant \eta\|\psi\|_{C} \tag{4.1}
\end{equation*}
$$

Then

$$
\begin{equation*}
\left\|\psi^{*}-\Psi^{*}\right\|_{C} \leqslant \eta\|E+\Gamma\|\|R\|\left\|\psi^{*}\right\|_{C}=p\left\|\psi^{*}\right\|_{C} \tag{4.2}
\end{equation*}
$$

or, in other words,

$$
\begin{equation*}
\left\|\psi^{*}-\Psi *\right\|_{C} \leqslant \frac{p}{1-p}\left\|\Psi^{*}\right\|_{C} \quad \text { for } \quad p=\eta\|E+\Gamma\|\|R\|<1 \tag{4.3}
\end{equation*}
$$

From (3.7) and (3.10) we obtain

$$
\alpha_{-1}=\frac{1}{h_{0}^{(-\alpha,-\beta)}} U\left(K \Psi^{*}-k \Psi^{*}\right)
$$

which, together with (4.3), gives the following estimate

$$
\begin{equation*}
\left|\alpha_{-1}\right| \leqslant \frac{\|U\|}{\mid h_{0}^{(-\alpha,-\beta) \mid}} \frac{\eta+p\|k\|}{1-p}\left\|\Psi^{*}\right\|_{C} \tag{4.4}
\end{equation*}
$$

Let us now estimate the norms of the operators appearing in the above relations. Using (2.8), we can write

$$
R f=(-1)^{\lambda+\times} 2^{x} P_{x}{ }^{(\alpha, \beta)}(x) f(x)-\frac{b}{\pi i} \int_{-1}^{1} \frac{f(t)-f(x)}{t-x} \frac{d t}{w(t)}
$$

$$
\begin{align*}
& \text { from which, } \\
& \qquad\|R f\|_{C} \leqslant A \max |f(x)|+B \sup \frac{|f(t)-f(x)|}{|t-x|^{\mu}} \leqslant \max \{A, B\}\|f(x)\|_{H} \\
& A=2^{\mathrm{x}} \max \left|P_{\mathrm{x}}{ }^{(\alpha, \beta)}(x)\right|, \quad B=\frac{|b|}{\pi} \max \int_{-1}^{1} \frac{|t-x|^{\mu-1}}{|w(t)|} d t, \quad\|R\| \leqslant \max \{A, B\} \tag{4.5}
\end{align*}
$$

follows. Further $\|E+\Gamma\| \leqslant 1+\|\Gamma\|$, and it can be shown, that

$$
\begin{equation*}
\|\Gamma\|=\max \int_{-1}^{1}|\gamma(x, t) w(t)| d t \tag{4.6}
\end{equation*}
$$

Let us introduce the following notation

$$
k(x, t)-K(x, t)=\delta(x, t) \in H(\mu, v)
$$

then,

$$
\begin{align*}
\|\delta(x, t)\|_{A}= & \max |\delta(x, t)|+\max \sup _{x, y} \frac{|\delta(x, t)-\delta(y, t)|}{|x-y|^{\mu}}+  \tag{4.7}\\
& +\max \sup _{t, s} \frac{|\delta(x, t)-\delta(x, s)|}{|t-s|^{v}}
\end{align*}
$$

and, for any function $\psi \in C$

$$
\begin{gathered}
\|k \psi-K \psi\|_{H} \leqslant M\|\psi(x)\|_{C}\|\delta(x, t)\|_{H} \\
M=\max \left\{\int_{-1}^{1}|w(t)| d t, \quad \max \int_{-1}^{1}|t-s|^{\nu}|w(t)| d t\right\}
\end{gathered}
$$

Hence, in (4.1) we can put

$$
\begin{equation*}
\eta-M\|\delta(x, t)\|_{H} \tag{4.8}
\end{equation*}
$$

Analogously

$$
\begin{equation*}
\|k\| \leqslant M\|k(x, t)\|_{H} \tag{4.9}
\end{equation*}
$$

Finally, we shall give the estimate for the norm of the functional $U$, which is

$$
\begin{equation*}
\|U\| \leqslant \max \left\{\left|h_{0}^{(-\alpha,-\beta)}\right|, \max \int_{-1}^{1} \frac{|t-x|^{\beta}}{|w(t)|} d t\right\} \tag{4.10}
\end{equation*}
$$

5. Let us now take a part of the series of Jacobi polynomials of the function $k(x, t)$, as $K(x, t)$

$$
\begin{gathered}
k(x, t) \sim \sum_{k=0}^{\infty} N_{k}(t) P_{k}^{(-\alpha,-\beta)}(x), \quad N_{k}(t)=\frac{1}{h_{k}^{(-\alpha,-\beta)}} \int_{-1}^{1} k(x, t) \frac{P^{(-\alpha,-\beta)}(x)}{w(x)} d x \\
(k=0,1,2, \ldots)
\end{gathered}
$$

From (3.13) we obtain

$$
\begin{equation*}
c_{i k}=\frac{(-1)^{\lambda+\mathrm{x}} 2^{\mathrm{x}}}{h_{i}^{(-\alpha,-\beta)}} \int_{-1}^{1} \int_{-1}^{1} k(x, t) \frac{P_{i}^{(-\alpha,-\beta)}(x)}{w(x)} P_{k+\kappa}^{(\alpha, \beta)}(t) w(t) d x d t \tag{5.1}
\end{equation*}
$$

$$
b_{i}=\frac{1}{h_{i}^{\left(-\alpha_{i}-\beta\right)}} \int_{-1}^{1} \int_{-1}^{1} k(x, t) \frac{P_{i}^{(-\alpha,-\beta)}(x)}{w(x)} R f(t) w(t) d x d t(i, k=-x,-x+1, \ldots, n)
$$

If $a$ is a real number and $b$ an imaginary number, then in (1.3) we have $\rho=1$. Consequently, $\alpha$ and $\beta$ are real, and $w(x)$ is positive. In this case all the roots of the polynomials $P_{n}^{(\alpha, \beta)}(x)$, and $P_{n}^{(-\alpha,-\beta)}(x)$ are real, simple and lie on the interval $(-1,+1)$, hence the Gauss - Jacobi formula [6] can be used in calculating the integrals (5.1).

The author expresses his gratitude to G.N. Pykhteev for discussing this work.
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